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# Financial time series analysis with Machine Learning: A literature Review

## Abstract

this article surveys the publications available on the financial time series analysis with machine learning and aims to answer what machine learning models are most commonly used, how accurate the models can be and what is the future like for the field. Different machine learning techniques have been discussed. A number of papers have been read and a technical analysis on the basis of each paper has been done and according to which a conclusion has been drawn, which is, each of the machine learning model has its own pros and cons, but still is not precise to rely on the forecast. The more precise models are the hybrid models of the simpler machine learning models.

## Introduction

Time Series can be defined as the study of dynamic consequences over a period of time. This can be represented with a simple first order linear equation, for example in the equation

yt=Θyt-1+c

yt represents the value to be taken out at time t in respect to the changes (Θ), external factors(c) and previous value at time t-1 [1]. This article focuses on the financial time series, where the study is more concerned with the financial assets like stocks, shares, currency evaluation, et cetera. Even though the study of financial time series is a part of time series, but it is highly logical area, where the uncertainty is extremely high, let’s say for example the asset returns in the stocks’ time series cannot be observed directly. The addition of uncertainty, statistical theory, methods and high volatile market makes financial time series analysis different from regular time series analysis [2].

Financial time series has always been of interest of business and financial analysts and when machine learning started to gain popularity, more and more publications have kept adding to the finance literature as determining more effective ways of prediction is important for right investments. This paper will survey the publications available used for financial time series analysis with machine learning and will try to answer the following questions

* What machine learning models are used for financial time series analysis?
* Difference between the most commonly used machine learning algorithms
* Future of machine learning in the field of financial time series analysis

This literature review will be useful in understanding the analysis of financial time series using machine learning and types of technologies are used for predictions.

## Technical analysis based on papers published

There are hundreds of publications on stock market, trading systems, forex, et cetera that use the machine learning technologies like Artificial Neural Network, Evolutionary Computations, Genetic programming, Hybrid techniques or some other [3].

Some of the papers also studied the traditional time series models and compared them with the machine learning techniques, for example in one of the papers written by Xin-Yao Qian, ARIMA was used in comparison with the Logical regression, SVM, and Denoising Autoencoders and it was found that the other machine learning models performed better than ARIMA because the other machine learning models took externals factors into account as well[4]. One of the papers, compares the performance of LSTM and ARIMA, and in conclusion it was found that LSTM based models run much better than the ARIMA based models even if the dataset was for one month [5].

There are number of papers which have been mentioned in the table below, that have been reviewed and thus analysed what machine learning algorithms outperforms others. The table will show a small summary of what machine learning models were used and what was the conclusion of the papers

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Model Name** | **Paper** | **Performance criteria** | **feature dataset** | **Time period** | **environment** | **conclusion** |
| ARIMA, LR, MLP, SVM, DAE | [4] | - | S&P, Nasdaq, Dow 30 | 5-years (2012-2016) | Python Statsmodels, Sklearn, Theano | Machine learning models perform better than ARIMA and SVM outperforms all other models |
| ARIMA, LSTM | [5] | % Reduction in RMSE | Dow Jones Index | 1-month | Python with Keras and Theano | LSTM based models work better than ARIMA |
| SVM, ANN, KNN | [6] | RMSE | DAX 30, S&P500 | 10-years (2004-2014) | - | KNN outperforms other models |
| KNN, SVM, Gaussian progress, MLP | [7] | - | M3 time series competition data | Monthly for thousand time series | - | Best two models are MLP and gaussian progression |
| ANN, ARMAX, 3-D Hydrodynamic model | [8] | MAE, RMSE, R | Water level fluctuation in alpine lake | 1-year (2009-2010) | Python Statsmodels | The best working models are ANN and ARIMAX |
| ARIMA, ANN, LSTM | [9] | P values, graphical observations | Dell’s stock price | 1 year (2010) | - | ANN model is better than ARIMA model and LSTM, but the hybrid of ARIMA-GARCH model can be used for more accuracy. |
| ANN, LSTM | [10] | nRMSE, MAPE, R2 | Prediction of Solar irradiance | Hourly | Google Colab, Python scikit-learn, Keras | Due to small dataset, the ANN model works better than the LSTM, but both works much better than the persistence model |
| ARIMA, GARCH, regime-switching | [11] | RMSE | Home price indices by the OFHEO | 20- years (1980-2000) | - | Regime switching models perform better than ARIMA and GARCH. |
| ARIMA-ANN, ARIMA-Kalman | [12] | MAE, MAPE, MSE | Wind speed prediction | - | - | Both hybrid models have good forecasting accuracy and suitable for wind samplings |
| ARIMA-SVM, ARIMA-ANN, ARIMA-Random Forest | [13] | - | Indian stock trend | 5-years (2004-2009) | MATLAB6.1, SPSS13.0 | The hybrid model ANN\_ARIMA, was able to predict great values than other models |
| AR, ARDL, KNN, SVR, Naïve, VAR, MLP | [14] | RMSE, R2 | Inflation forecasting | 30-years (1984-2014) | - | SVR and ARDL outperforms other models and machine learning models work best with more volatile and irregular series, |
| Hybrid ARIMA models | [15] | - | Canadian lynx time series, sunspot time series, airline and star data | Different time periods | - | The hybrid system leads to a higher accuracy in prediction |
| ANN, KNN | [16] | - | Recorded EEG signals | Patient data set | - | ANN classifier’s accuracy and sensitivity was higher than that of KNN classifier. |
| ANN, LSTM, MLR | [17] | MSE, r, RMSE | Prediction of irrigation groundwater quality | - | Python | ANN and MLR model have highest accuracy in multiple scenarios |
| LR, LSTM | [18] | RMSE, MAPE | For hire vehicles and yellow taxi | - | - | LR is used to select the important variables and LSTM helps to improve the accuracy. |
| ARIMA | [19] | - | New York Stock exchange and Nigeria stock exchange | - | python | ARIMA has strong potential for short term prediction |
| MLR, KNN, ANN, ANFIS | [20] | Mash-Sutcliff coefficient | Stream flow prediction | Monthly | - | The accuracy of each of the model depends on the condition, but the hybridisation was effective. |

After observing the table above, it can be clearly seen that the ARIMA is not a good option for the analysis of financial time series even though it is one of the most common methods used. Multiple machine learning methods like LSTM and ANN are also most commonly used as well as have good prediction accuracy as well. hybrid models have the highest accuracy among the machine learning models. the table below enlists the popular models from the journals and books published.

|  |  |  |
| --- | --- | --- |
| **Model name** | **Total papers** | **Paper** |
| ARIMA | 5 | [4],[5],[9],[11],[19] |
| ANN | 7 | [6],[8],[9],[10],[16],[17],[20] |
| LSTM | 5 | [5],[9],[10],[17],[18] |
| LR | 2 | [4],[18] |
| SVM | 3 | [4],[6],[7] |
| KNN | 4 | [7],[14],[16],[20] |
| Hybrid models | 3 | [12],[13],[15] |
| others | 9 | [4],[7],[8],[11],[12],[13],[14],[17],[20] |

## Machine Learning Techniques

This part of the literature review will give succinct details about some of the most popular machine learning models used for the analysis of financial time series.

* ARIMA

ARIMA model is basically the integration of AR (Auto regressive) and MA (Moving Average) and is capable of working with the non-stationary data. It is also referred to as box Jenkins models as it was popularized by George Box and Gwilym Jenkins [21]. It can be represented mathematically as shown below

yt = Σpi=1αiyt-I + Σqi=1βiut-I + ut

where yt stands for the goal variable, with which the values of yt+1, yt+2, and so on can be determined [22]. It is one of the most common statistical methods used for financial time series analysis as from the reviewed literature five of the papers were on ARIMA.

* ANN

ANN or Artificial Neural Network are inspired from the human brain’s neurological functions and made in such a manner that it replicates its decisions similar to humans and can be created by programming computer to behave like neurons. Mathematically, it can be represented simply as

hΘ(x)=1/(1+e-ΘxT)

where hΘ(x) is the output, x is the input and Θ is the parameter vector [23].

* KNN

KNN or K-Nearest Neighbour can be called as the one of the simplest algorithms which classifies the data point on the basis of its neighbours. It will be suitable for big datasets for analysis and prediction [24].

* LSTM

LSTM or long short-term memory belongs to recurrent neural network architecture and consists of memory cells that store information which can be updated from time to time by input, output and forget gate [25].

* LR

LR or Logistic Regression is statistical analysis method that can be used to predict a binary value on the basis of the data observed. The model works with the binary data, that is 0 meaning the event does not happen, and 1 the event happened [26].

* Hybrid models

Hybrid models are the combination of two or more algorithms, and this is a major approach towards more accurate and reliable methods, because it benefits from the two methods and thus reach higher performance. The examples of the hybrid models are DTFNN, ARIMA-ANN, et cetera [27].

These are the most commonly used algorithms that have been reviewed and used for the analysis of the financial time series.

## Conclusion

Financial time series is a very popular and complex branch of time series analysis. The machine learning techniques have taken the branch to new levels. The aim of the paper was to answer what machine learning techniques that are being used for financial time series analysis, finding the best one and what void still needs to be filled. The common algorithms that are used for the financial time series analysis are ARIMA, ANN, LR, LSTM, SVM, KNN, MLP, decision tree, random forest and the hybridisation of these. Even though the study is not just limited to these machine learning algorithms, but these are the most commonly used ones due to their higher accuracy than the other algorithms or their ease of implementation. Moreover, the accuracy of each of the model also varies, depending on the dataset as well, for example if the dataset is huge, LSTM will work better. All the models have their own pros and cons, but after review of number of papers, hybrid models outperform the basic machine learning models. The gap that needs to be filled for the betterment of the topic is to study and develop more machine learning algorithms, whether it be by creating new ones, or creating new hybrids of existing models for higher accuracy, thus a great opportunity for the researchers in this field.
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